Table of Contents



[image: image19.wmf]Installed Base

 

units / millions

Source:

 Netcraft

 (www.

netcraft

.com), MMG

0

2

4

6

8

10

1995

1996

1997

1998

1999

2000

Actual

Projected


Digital Video Broadcast Systems, Inc.
Company Profile

October 25, 1999

Table of Contents

iTable of Contents

Table of Figures
ii
Digital Video Broadcast Systems Inc. – Executive Summary
1
Product Description – Afterburner
3
The Opportunity
4
Research and Development Activities
5
Target Markets
6
Web Servers
6
Cache Servers
8
Afterburner Summary
9
Product Description – LiveCam
10
The Opportunity
10
Research and Development Activities
11
Market Analysis
11
Internet Streaming Video
11
Video Conferencing
12
Convergence
13
Security and Surveillance – CCTV
14
Internet Advertising
15
Digital Video Broadcast Systems Inc. – Company Description
16
Nature of the Business
16
Distinctive Competencies
16
Management and Ownership
16
Appendix A: Resumes
17
Peter M. Nixon – Chief Executive Officer
18
Michael Meyer – Director, President
17
John Sokol – Chief Technical Officer
17
William Bang – Director, Treasurer
18
Mitchell Madison Group
18
Paul ter Weeme
18
Todd Hutchings
19


Table of Figures

1Figure 1: DVBS Product Offering

Figure 2: Performance Comparison
3
Figure 3: Potential Value Created by Afterburner
4
Figure 4: Projected Cache Server Revenues
4
Figure 5: Afterburner – Next Generation
5
Figure 6: US Internet Traffic
6
Figure 7: Peak Demand At CNN
7
Figure 8: Internet Web Servers
7
Figure 9: Cache Server Applications
8
Figure 10: The Three Afterburner Applications
9
Figure 11: Streaming Video Product Profile
12
Figure 12: Growth in Internet Video Conferencing Equipment Market
12
Figure 13: Non-PC Internet Appliances
13
Figure 14: Total Global CCTV Equipment Sales
14
Figure 15: Factory Equipment Sales
14
Figure 16: Advertising Spending and Growth in Advertising Spending
15


Digital Video Broadcast Systems Inc. – Executive Summary

Digital Video Broadcast Systems (DVBS) has developed exciting communication technologies for Internet and Intranets.  DVBS’s flagship products are the Afterburner web server and LiveCam streaming video system. 

Figure 1: DVBS Product Offering
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Afterburner is highly efficient web server software that is designed for high-demand web and video applications.  It is “raw” UNIX based server software that has the capacity to handle over 2,875 hits per second
 and over 4,000 concurrent users demanding static web content.   Afterburner outperforms leading web servers, Apache and Zeus by 164% and 52% respectively, in terms of hits per second.  These tests were conducted on identical single 450MHz processor, Pentium II platforms with retail cost of less than $3,000.  However, Afterburner can be used also to enhance performance of many other hardware platforms significantly.

Afterburner alone, when combined with an existing server, or in a geographically distributed network can:

· Increase web hosting capacity, 

· Increase web access speed,

· Reduce bandwidth requirements, and 

· Prevent server crashes caused by peak demands. 

Afterburner is a cost-efficient alternative to the purchase of additional web or cache servers to increase web hosting capacity.   In addition, DVBS is currently working on high-capacity cache and ultra-high capacity multi-processor versions that will have significant performance advantages over a wide range of competing products.

LiveCam is a highly efficient compression algorithm that significantly improves low bandwidth video transmission.  The current version of LiveCam can be used for live streaming video, pre-recorded streaming video, or video-off-disk.  LiveCam produces larger images (320x240 pixels) of better visual quality than competing products such as RealPlayer and MediaPlayer.  These images are scaleable to larger sizes and refresh at up to six to eight frames per second when used with a cable modem or when played off-disk.  

LiveCam is a unique product enabling true live streaming video because it does not use a buffer.  LiveCam also increases the audience for Internet video broadcasts due to its user-friendliness; browser-based viewing requires no download or setup and the optional, non-browser player downloads in less than 30 seconds and requires no installation. 

The next generation LiveCam is an even more efficient compression algorithm.  It will result in streaming Internet video of similar quality to TV.  It is based on the H263 standard and creates high quality 144x176 pixel images that are scaleable and refresh at 15 frames per second over a 56Kbps modem. 

LiveCam has been designed as an Original Equipment Manufacturer (OEM) solution for many Internet and non-Internet applications.  Video conferencing units, videophones, remote learning, remote surveillance systems, and many other products can benefit from incorporation of LiveCam compression. 

* * * * *

Digital Video Broadcast Systems, DVBS, (www.videotechnology.com) is a privately owned corporation with a mission to develop communication technologies that improve voice, data, and image transmission and reception over the Internet.  DVBS’ vision is to be a technology innovator that partners with established technology leaders to bring its inventions to the market place.

Product Description – Afterburner

Afterburner is a UNIX-based web server solution that maximizes the capacity of server hardware.  It can be used to serve static web pages, images, and streaming video over the Internet or Intranets.  In a recent WebBench 2.0 benchmarking test, Afterburner greatly outperformed leading server products.  In this benchmark,  run on an off-the-shelf hardware platform (consisting of a single 450 MHz Pentium II processor, 5 GB hard-drive, 1GB of RAM, 1 gigabit Ethernet card, and 1 VGA card) Afterburner supported 2,875 hits per second
.  In fact, Afterburner performance may well exceed the documented test results since the testing infrastructure was incapable of loading Afterburner to its limit. 
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Figure 2: Performance Comparison

In addition, other tests demonstrate that Afterburner can support as many as 4,000 concurrent users.  Handling multiple concurrent users is particularly valuable for sites with high peak demand.  For instance, CNN could have benefited from Afterburner upon the release of the Starr Report and Victoria’s Secret could have benefited during its recent Internet runway show. 

Afterburner used independently, in conjunction with existing servers, or in a geographically distributed network reduces bandwidth requirements, increases response speed, increases traffic capacity, and prevents servers from crashing during demand peaks. 

DVBS has retained Bereskin & Parr, a leading Canadian intellectual property law firm, and has a patent pending on Afterburner.

The Opportunity

Afterburner can generate significant value by capturing share in both the web and cache server markets as will be explained in the Target Market section.  

A full-function web server with Afterburner’s capacity could have a potential market value of US$10,000 to $20,000 per unit (based on competing products’ prices as configured and tested in 1998).  In one year alone, a 1% share of the projected web server market could generate over US$170 million in value
.

Figure 3: Potential Value Created by Afterburner
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Afterburner could also capture a share of the cache server market which is projected to grow to $US 1.4 – 2.0 billion market by 2002.  Currently the cache server market is fragmented with demand being met by a combination of software and appliance products offered by both new and established players.

Figure 4: Projected Cache Server Revenues
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Research and Development Activities

Incremental R&D activities are focussed on increasing the versatility, capacity and functionality of Afterburner: namely, support for a variety of operating systems, as well as developing cache and multi-processor versions of the Afterburner.  Until now, Afterburner has run on FreeBSD, a variant of the UNIX operating system for PCs.  Other platform support can be developed easily and on a short time-frame as the need arises.  The cache version will give Afterburner the ability to “actively” refresh content and therefore broaden the number of end use applications.  The multi-processor version, Aggregator, is expected to be a very high capacity server that will handle over 12,000 hits per second.

Figure 5: Afterburner – Next Generation

	Project
	Description
	Timing

	Porting to Other Platforms
	Porting to Alpha, NT and others
	1 month

	Afterburner Cache
	A cache version of Afterburner.
	2 months

	Aggregator
	Multi-processor version of afterburner that is expected to handle 12,000 hits per second.
	3 months


A new generation of benchmarking tests will have to be developed to measure the full extent of Aggregator’s performance capability. 

Target Markets

The rapid growth of Internet traffic is creating significant demand for faster and more efficient ways of serving web content.  Currently this demand is met by two classes of servers: web and cache servers.  Afterburner targets both of these markets. 

Web Servers

Since 1996, the growth in Internet traffic in the United States has doubled approximately every 100 days.
  During 1998, data transmission over the Internet is estimated to have grown from approximately 1,000 terabytes per month to 4,000 terabytes per month.

Figure 6: US Internet Traffic
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The increased traffic places significant demands on popular web sites with several experiencing average daily peaks of over 2,000 hits / second.  High profile events can cause even greater capacity demands.  For instance, the recent release of the Starr Report created peak demand at CNN that was 70% higher than the average daily peak.  Many users experienced significant delays in response times or were denied access to the server due to server limitations and crashes.

Figure 7: Peak Demand At CNN
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These significant and growing requirements drive the demand for Web Servers, i.e. 

the web content hosts.  In 1999, demand for new Internet servers alone
 is likely to approach or even exceed 2 million units.
Figure 8: Internet Web Servers
Cache Servers

Demand for higher Web hosting capacity can also be addressed with Cache Servers, for which Afterburner is a substitute in most applications.  

Cache Servers increase network capacity and reduce response time by serving the most popular content out of memory.  Cache Servers are used on both the content demand and the content supply side.  In the traditional, content demand side use, local Cache Servers mirror high demand content to end-users.   In a reverse-cache use, the Cache Server acts as a co-server to the primary web host server.

Figure 9: Cache Server Applications
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Afterburner is better suited for use by content providers than Cache Servers in a reverse-cache orientation because it is faster and it can handle more simultaneous requests for information.  In this application, Afterburner more effectively prevents server overload and increases server capacity.  On content demand side, geographically distributed network of Afterburners or a stand-alone local Afterburner can also reduce the need for traditional Cache Servers.  In this case, ISPs or large corporate Intranets would use Afterburner to mirror frequently accessed information from primary web servers.  Thus, it would reduce the Internet or Intranet backbone traffic and bandwidth requirements and speed information access.  Afterburner matches Cache Server functionality with the exception that Cache Servers’ content updates are automated (active).  Afterburner content is set by an authorized source such as the primary web host. 

Afterburner Summary

Afterburner has three distinct applications: web host serving, web co-serving (reverse cache use), and web serving with a geographically distributed network.

Figure 10: The Three Afterburner Applications 
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Product Description – LiveCam

LiveCam is an advanced compression algorithm that enables transmission of live, high resolution, scaleable video images over the Internet with no download and no buffer
.  LiveCam is software that works with standard hardware to encode and send audio and high resolution 320 x 240 pixel JPEG images that refresh at two to four frames per second over a 56 Kbps modem.  LiveCam images are larger and of better visual quality than those of competing products such as RealPlayer.  

Used in conjunction with an Internet browser, LiveCam requires no download.  DVBS also offers an optional LiveCam Player for live streaming or video-on-demand applications for non-browser based viewing.  The LiveCam Player is a self-installing program with an extremely small, 100 KB, download.

The power of LiveCam technology has been demonstrated many times:

	
Spring 1996
	The Timothy Leary Memorial – First Worldwide Cybercast

	
Summer 1996
	The Edenfest Concert in Toronto, Ontario Canada –
The First Music Cybercast

	
Spring 1997
	Arthur C. Clarke Interview from Sri Lanka to
the University of Illinois at Urbana Champagne


The Opportunity

LiveCam compression algorithms can significantly enhance the video quality of products in the multi-billion dollar video conferencing, closed circuit television, convergence, and Internet advertising markets.  In addition, LiveCam could be used as a stand-alone product for distance learning, telemedicine, and video-on-demand applications.

Closed circuit television (CCTV) and video conferencing are two particularly attractive end-use markets.  LiveCam offers CCTV system providers increased remote functionality, improved image quality, and potentially reduced infrastructure costs.  A video conferencing product based on the next generation of LiveCam would represent a significant advance in image quality, refresh rate and conferencing cost reduction.

Research and Development Activities

Current R&D efforts are focussed on increasing the compression ratio to further enhance image quality, image size, refresh rate, and audio quality.  DVBS has a new prototype player that works with video-on-demand applications from disk or streaming over the Internet or Intranets.  The player produces 640x480 images at 15 fps from a hard-drive and 144 x 176 images at 10 - 15 fps using a 56 Kbps modem over the Internet depending on throughput.  Completion of these R&D efforts should result in live or streaming video transmission of 144x176 images at consistent 15 fps over a 56 Kbps modem.  The end result would be streaming video similar to TV broadcasts in motion quality.

These initiatives should be completed by March 1999.  DVBS has retained Bereskin & Parr to file the necessary patent applications to protect all technologies.

Market Analysis

LiveCam technology will have multiple applications.  Initially it is especially applicable to the Internet Streaming Video, Security and Surveillance, Videoconferencing, Convergence, and Internet Advertising markets.

Internet Streaming Video

A number of Internet Streaming Video solutions exist yet none match LiveCam attributes.  Competing products, such as RealPlayer are constrained by available bandwidth and offer image quality, size, and refresh rates that are unacceptable for effective live video transmission applications.  LiveCam offers larger images combined with better image quality.  The current version of LiveCam enables live streaming video over the Internet with no download or buffer at 2 – 4 fps with a 56 Kbps modem.  The next generation of LiveCam will enable end-users to view live video with a 56 Kbps modem at 15 fps and will offer the same type of improved image for video-on-demand applications.

Most streaming video products must also use a buffer that prevents true live video.  LiveCam transmits streaming video with no buffer.  LiveCam either requires no plug-in player or an optional, extremely small download player that makes the product user-friendly in comparison to competing players with big download files. 

These assets will position LiveCam well ahead of its competitors and should allow LiveCam based applications to capitalize on the rapidly growing streaming video market.

Figure 11: Streaming Video Product Profile

	

Company
	

Product
	Live Stream-ing
	
Stream-ing
	No Plug-In
	Plug-In Download Size
	
Image Size
	

Buffer

	DVBS
	LiveCam
	
	
	
	
	320 x 240
	

	
	LiveCam Player
	
	
	
	100 KB
	320 x 240
	

	
	H263
	
	
	
	85 KB
	144 x 176
	

	Real Networks
	Real Player G2
	
	
	
	2.9 MB
	
	Yes
(~10 sec)

	Microsoft
	Media Player
	
	
	
	4.2 MB
	176 x 132
	Yes

	Cubic
	C-Video
	
	
	
	908 KB
	104 x 80
	Yes
(3.9 sec)

	Galacticom
	Web Cast Personal 2.02
	
	
	
	1.189 MB
	320 x 240
	

	Vosaic
	Media Client
	
	
	
	1.299 MB
	176 x 144
	

	VDO Net
	VDO Player
	
	
	
	2.1 MB
	
	Yes
(7.5 sec)


Video Conferencing 

According to market forecasts, Internet-based conferencing systems will drive the growth in the video conferencing market, due to low price and mass-market appeal.  LiveCam can provide the basis for the creation of an Internet video conferencing product with industry leading image quality and functionality.

Internet-based video conferencing competes directly with established video conferencing products due to the recent introduction of multi-point server technology that enables multiparty conferences.   Functionality of Internet-based video conferencing matches the traditional video conferencing environment over ISDN lines. 

Figure 12: Growth in Internet Video Conferencing Equipment Market
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Convergence

Television, computer, and telephone technology and markets are blurring.  The resulting “Convergence Market” gives rise to new products such as Set-Top Boxes, Integrated TVs and Smart Phones.  LiveCam technology could add a video feature or improve these products’ current video capability and help them capture a greater share of the market.  The market for these convergence products is expected to grow to $4.2 billion by 2005.

Figure 13: Non-PC Internet Appliances


[image: image9.wmf] 

Non

-

PC Internet Appliances

 

(excluding handhelds / wireless)

 

$ millions

 

Source:

 

Paul Kagan Associates

 

CAGR = 30%

 

500

 

2700

 

5000

 

500

 

1,100

 

2,100

 

1,300

 

2,400

 

300

 

200

 

300

 

1997

 

2001E

 

2005E

 

Smart

 

Phones

 

Set Top

 

Boxes

 

Integrated

 

TVs

 


Security and Surveillance – CCTV

The security industry relies on a wide range of technologies to monitor and protect life, information, and property.  Within this sector, live streaming video such as LiveCam is most suitable for the growing $1.5 billion CCTV market segment.

Figure 14: Total Global CCTV Equipment Sales
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Internet or POTS (Plain Old Telephone Standard) based systems can eliminate up to 20% of the infrastructure of traditional systems through the use of lower cost conduit or existing telephone infrastructure. 

Figure 15: Factory Equipment Sales

[image: image11.wmf]Factory Equipment Sales

1998

 

US$ billions

1.55

0.20

0.20

0.15

0.30

0.30

0.40

Camera

Monitor

Peripherals

Transmission

Media

Accessories

Lens and

Tube

Total

Note:

Margins estimated at 33%.

Source:

J.P. Freeman; Security Industry Association; MMG analysis.

Area of Potential Impact


LiveCam would be especially suitable as a CCTV substitute as its UNIX platform allows for remote monitoring and control, which could significantly enhance the functionality of traditional surveillance systems. 

Internet Advertising

Internet advertising is currently in its infancy with the majority of revenues being generated through the use of banner advertising on high-hit web pages.  Although it is the smallest of the standard advertising media, Internet advertising is, by far, the fastest growing sector. 

Figure 16: Advertising Spending and Growth in Advertising Spending
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Streaming video may represent the next major development for Internet advertisers especially given the poor performance of banner ads. 

Internet advertising is currently a $650 million market that is predicted to grow to

$8 billion by 2002. LiveCam offers a unique opportunity to replace standard banner images with live or pre-recorded streamed video footage of products and services over the Internet.

Digital Video Broadcast Systems Inc. – Company Description

Nature of the Business

DVBS is a privately owned corporation with a mission to develop communication technologies that will improve voice, data, and image transmission and reception over the Internet. 

Distinctive Competencies

To date, DVBS’ activities have been focussed on three areas: Afterburner server solutions; LiveCam video compression algorithms; and data transmission protocols. These technologies were developed to improve Internet communication and data transfer.

Management and Ownership

DVBS operational responsibilities are divided among the three primary shareholders with ongoing support by the Mitchell Madison Group, a global management consulting firm.

	President
	Michael Meyer
Human Resources, Investor Relations, and Technical Liaison

	CTO
	John Sokol
Research and Development

	Senior VP, CFO
	William Bang
Human Resources, Investor Relations, and Marketing

	Interim CEO
	Robert Tuss
Sales and Marketing of Products and Technologies, Strategic Alliances, General Management, Finance


Appendix A: Resumes

Michael Meyer – Director, President

Mr. Meyer is an attorney with varied multimedia experience as a feature film distributor, packager, producer, line producer, director, writer, and editor in connection with more than a dozen feature films.  He is a former television development officer who worked on two television series and several movies for television.  In addition, Mr. Meyer has worked as an entertainment lawyer / personal manager to Hollywood motion picture stars such as Jean Claude Van Damme, Steven Seagal, Heather O’Rourke and William Shatner.  He has also worked with noted writers including Ron Shusett (Total Recall), Sheldon Lettich (Rambo III, Bloodsport) and Chuck Pfarrer (Navy Seal, Darkman). 

Mr. Meyer is a graduate of the U.S.C. School of Law (J.D., 1981), Amherst College (B.A. with Honors in History and Russian 1978), The Pushkin Institute (Moscow 1976) and The Monterey Institute of Foreign Studies (1975).

John Sokol – Chief Technical Officer

John Sokol is the creative and technical force behind DVBS. He is a programmer, engineer, and innovator of IT solutions.

In 1995, Mr. Sokol started DVBS after starting its predecessors DVT and IBS.  Prior to Mr. Sokol’s involvement in DVBS, a number of industry leaders benefited from his expertise:

· In 1994, Mr. Sokol worked at Sun Microsystems writing device drivers for the
Solaris 3.5 Operating System.

· In 1993, Mr. Sokol designed a system that allowed Wells Fargo Bank to spread data load between HP / UNIX machines in bank branch offices.  This technical “first” greatly reduced stress on the bank’s mainframes.

· In 1990, Mr. Sokol developed the first live streaming video and audio for the Internet.  This product was used for a live cybercast of Sun Microsystems President Scott McNealy to 13,000 employees through the company LAN.  This cybercast was later delivered to employees via their e-mail accounts and then routed into 350 distributed servers.

· In 1988, Mr. Sokol released a public domain version of UNIX with source code, allowing end users to freely create Internet servers on a 386 PC.

William Bang – Senior VP, Chief Financial Officer
Mr. Bang is an accomplished Korean businessman with significant experience in the entertainment industry.  Prior to his involvement with DVBS, Mr. Bang was an independent concert promoter, managing director of Channel 3 in Bangkok, Thailand, and Films Manager for UIP.  Prior to a career in the entertainment industry, Mr. Bang was an independent auditor and a financial consultant for WooSung Construction and DongBu Steel Company.  His education focussed on marketing, finance and accounting at Kangnung National University (KNU), Kangnung, South Korea.

Robert Tuss – Interim Chief Executive Officer

Mr. Tuss is an experienced business strategist with extensive experience in the technology industry.  He has consulted firms in marketing, management, and development.  Such projects include development of interactive computer controlled laser disc, level-3 video systems.  Also he was involved in the first networked and/or remote stand-alone multi-node PC and tower systems.  Mr. Tuss also contributed to Kiosks and commercial content application design inclusive of graphics, video, still frame, audio, text, communications, touch screens, auto-telephone dialer, print and data capture capacity.  These technologies were unveiled to a world audience at Expo 86 and demonstrated the capacity of human-machine interaction now prevalent on desktop computers worldwide. 

Mr. Tuss is a pioneer in ramp-up to Internet Highway and on going accessibility of the world wide web to the general public.  He is engaged widely in the assessment of technologies for delivery of the net, and the evaluation of content development.
Mitchell Madison Group
Mitchell Madison Group is a global management consulting firm that primarily serves Fortune 500 companies on issues relating to corporate strategy. Headquartered in New York, MMG has over 800 professional staff in offices around the world.

Paul ter Weeme

Paul ter Weeme, a Mitchell Madison Group partner based in Toronto, works with clients in financial services, health care, transportation and technology-based companies in the United States and Canada.  His areas of expertise include developing general corporate strategy; improving customer and product profitability; pricing; cost improvement; and organizational effectiveness.

Mr. ter Weeme earned his undergraduate degree in finance and industrial policy from York University (Canada) and an MBA from INSEAD (France).

Todd Hutchings

Todd Hutchings is a manager in Mitchell Madison Group’s Toronto office. He has served clients primarily in the financial services, natural resources, and aeronautics sectors.  His areas of expertise include:

· Mergers and acquisitions

· Sales and channel management

· Global expansion strategy

· Remote customer management

Prior to joining Mitchell Madison Group, Mr. Hutchings was a manager at McKinsey & Company.  He has also worked at GE as a financial analyst, corporate auditor, and in business development.  He is a Certified Management Accountant (CMA) who holds an MBA from the Richard Ivey School of Business (formerly Western Business School, Canada) and an Honors Bachelor of Commerce in Finance from McMaster University (Canada).
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� Results from the Web Bench test as conducted by Mindcraft (February 1999).


� WebBench 2.0 benchmarking test was performed by an independent testing agency, Mindcraft Inc. of Los Gatos, Ca, in February, 1999.


� Assumes a retail value of $10,000 per unit, cost of $1,500 per unit, and sales of 20,000 units.


� Source: The Gilder Report, 1997.


� This forecast excludes the potentially sizeable Intranet server market.


� Buffering refers to the common practice of storing a few seconds worth of streaming video data locally.  This is an attempt to smooth the viewers’ image reception by compensating for missing data and/or changes in bandwidth availability.


� Exact comparisons for video products are difficult since fps and image quality depend on Internet traffic.  Moreover, fps, image quality and size are interdependent variables, which can be adjusted at the expense of each other (by choice of the broadcaster).  The best benchmark is a direct side-by-side comparison.
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		Table 1: WebBench Summary

		e:\webbench2.0\controller\suites\aburner-wb2-static-1-24c16t300s.tst

		Mix Name		Requests Per Second		Throughput (Bytes/Sec)				Test Information						Clients		Afterburner		Apache		Zeus
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		12c16t		1508.308		9404028.438				Comments:						12		1508.308		1016.388		1400
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		24c16t		2875.342		17929367.625										24		2875.342		1087.579		1890

		Table 1: WebBench Summary

		e:\webbench2.0\controller\suites\apache1-24c6t300s.tst

		Mix Name		Requests Per Second		Throughput (Bytes/Sec)				Test Information
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		8c6t		879.079		5396319.500				Finish Suite:Wed Feb 10 17:10:03 1999

		12c6t		1016.388		6300052.656				Comments:

		16c6t		1020.475		6365992.687

		20c6t		1077.792		6747690.500

		24c6t		1087.579		6686462.032
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